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Abstract: This research focused on using machine learning methods for breast cancer 

diagnosis, considering that breast cancer is the scariest disease for women because it can cause 

mortality. Not only that, but there is also an increase in breast cancer death rates in women 

yearly.  Early prediction is the right solution to increase life expectancy and reduce mortality 

rates caused by breast cancer. However, breast cancer data has a problem, namely that the data 

is imbalanced, which harms the performance of the machine learning method itself. In the data, 

breast cancer had a Benign class (357 instances) more than the Malignant class (212 instances). 

Therefore, this study aimed to solve the problem of imbalanced data using the Smote variants 

and Random Forest approaches in breast cancer classification. The results of this study showed 

that the Smote approach with Random Forest had the best performance compared to 

Borderline Smote and Random Forest in the case of breast cancer data classification, where 

Smote with Random Forest produced an accuracy of 97.3%, sensitivity of 96.9%, and specificity 

of 97.8%. In comparison, Borderline Smote with Random Forest produced an accuracy of 

96.4%, sensitivity of 95.6%, and specificity of 96.9%. The results of this study can contribute to 

predicting breast cancer using the proposed method, because it has been proven to have high 

accuracy. 

Keywords: Breast Cancer Prediction, Machine Learning in Health, Random Forest, Smote 
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Introduction 

In the current decade, machine learning in health has been widely applied. This is influenced 

by the increasingly massive health data (Dhillon & Singh, 2019), (Javaid et al., 2022). 

Examples of the application of machine learning in the field of health are the diagnosis of heart 

disease (Pattekari, S.A.; Parveen, 2012), hepatitis (Wang et al., 2017), ENT (Dirgantara & 

Hairani, 2021), diabetes (R. et al., 2022), and breast cancer (Rajendran et al., 2020). This 

research focuses on using machine learning methods to diagnose breast cancer, considering 

that breast cancer is the most frightening disease for women because it can cause mortality 

(Momenimovahed, 2019). Globally, there is an increase in breast cancer death rates in women 

every year (Azamjah et al., 2019). Early prediction is the right solution to increase life 

expectancy and reduce the death rate caused by breast cancer (Barrios, 2022). However, breast 

cancer data has a problem, namely unbalanced data (Gupta et al., 2021; Susilo & Sugiharti, 

2021), so it can negatively affect the performance of the machine learning method itself (Azhar 

et al., 2022; Rezvani & Wang, 2023). Breast cancer data has more Benign classes (357 

instances) than Malignant classes (212 instances), where the machine learning method 

recognizes the Benign class more than the Malignant class. In other words, the machine 

learning method can predict the Malignant class as the Benign class because fewer classes 

exist.  

Some previous studies that classified breast cancer using various approaches, such as research 

(Jabbar et al., 2022), compare machine learning methods for breast cancer prediction. The 

results of their research obtained the K-Nearest Neighbors method to get the best accuracy 

compared to the Naïve Bayes and Decision Tree methods by 96%. Research (Achmad, 2022) 

conducts breast cancer predictions using the logistic linear method with training data accuracy 

of 76% and test data of 83%. Research (Andryan et al., 2022) compares machine learning 

methods, namely XGBoost and Support Vector Machine (SVM) for breast cancer prediction. 

The results of their research are that the XGBoost method obtained an accuracy of 95% and 

an SVM of 90%. Research (Muntiari & Hanif, 2022) compares several machine-learning 

methods for breast cancer prediction. The results of their research obtained Naïve Bayes, 

Decision Tree, Logistic Regression, and k-NN methods get the same accuracy of 95%.  

Research (Resmiati & Arifin, 2021) proposes Backward Elimination feature selection to 

improve the SVM method for breast cancer classification. The results show that using the 

Backward Elimination feature selection significantly improves SVM performance with an 

accuracy of 95% on breast cancer classification. Research (Hairani et al., 2022) uses the C4.5 

method for the classification of the nutritional status of toddlers with an accuracy of 95%. 

Research (Astuti et al., 2021) suggests forward selection feature selection to improve the Naïve 
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Bayes method for breast cancer classification. The results show that forward selection feature 

selection can significantly improve Naïve Bayes performance with an accuracy of 96% in breast 

cancer classification. Research (Juarto, 2023) compares machine learning methods for breast 

cancer prediction. The results show that the Random Forest method is more accurate than the 

SVM, Gradient Boosting, KNN, and Logistic Regression methods. Research (Michael Lauw et 

al., 2023) proposes the Smote method to improve the Random Forest method for lung cancer 

prediction by dividing training and testing data using 10-fold cross-validation. Based on the 

results of his research, the Smote method can improve the performance of the Random Forest 

method, such as 94.1% accuracy, 94.5% sensitivity, and 93.7% specificity. 

Several previous studies have used diverse approaches to predict breast cancer, but there are 

still shortcomings that can be overcome. The level of accuracy needs to be increased and solve 

the data imbalance problem using the SMOTE variant, so that it can increase the accuracy of 

the classification method used. So, this research proposes an oversampling approach using 

Smote variants and Random Forest. The Smote variant approach is used to balance breast 

cancer disease data, after which classification is done using the Random Forest method. 

Therefore, this study aims to solve the problem of unbalanced data with the Smote variant 

approach and Random Forest in classifying breast cancer diseases. The Smote variant 

approach is expected to improve the performance of the Random Forest method based on 

accuracy, sensitivity, and specificity. 

 

Research Method 

This research comprises several stages, as shown in Figure 1. 

Start Data Processing
Dividing the Dataset with 10-fold 

cross validation

Random Forest

Oversampling With 

Smote variants
Random Forest

Evaluation 

Performance
End

 

Figure 1 Research Flow 

Based on Figure 1, the research started with collecting breast cancer datasets from the Kaggle 

website. The second process was to perform data processing. The data processing technique 

used was an oversampling technique to balance the data on breast cancer. The oversampling 

techniques used were Smote and Borderline Smote. The third process was dividing training 

data and testing data using 10-fold cross-validation. The fourth process was implementing the 

Random Forest method for breast cancer classification. After classification, the next process 
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was to evaluate the performance results of the Random Forest method based on accuracy, 

sensitivity, and specificity. The calculation formula for accuracy, sensitivity, and specificity 

used Equation 1, Equation 2, and Equation 3 (Anggrawan et al., 2023).  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
    (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
       (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
       (3) 

 

Result and Discussion 

This section explains the research results achieved based on the research stages Figure 1. This 

research used breast cancer datasets obtained from Kaggle. The number of instances in the 

breast cancer dataset is 569 instances and 31 attributes (See Table 1). The dataset had a class 

imbalance issue that could affect the performance of the classification method. The imbalance 

in question was the number of Benign classes (357 instances) more than the number of 

Malignant classes (212 instances), so it was feared that the classification method would more 

easily predict the Benign class compared to the Malignant class. Therefore, the researcher 

proposed solving the problem with an oversampling approach—the oversampling technique 

aimed to add the Malignant class so that the number equals the Benign class. 

The oversampling techniques used were Smote and Borderline Smote. Smote created artificial 

data in the minority class (Malignant) by linear interpolation between minority classes based 

on k nearest neighbors (Chawla et al., 2002). At the same time, borderline smote added the 

number of minority classes by creating artificial data in the borderline area or the boundary 

separating the majority and minority classes (Revathi & Ramyachitra, 2021). The 

oversampling results of the Smote and Borderline Smote methods on the breast cancer dataset 

can be seen in Figure 2. 

Table 1. Sample Breast Cancer Disease Data 

No Radius 

Mean 

Texture Mean … Symmetry 

Worst 

Fractal Dimension 

Worst 

diagnosis 

1 17.99 10.38 … 0.4601 0.1180 Benign 

… …. …… … ….. …… ….. 

568 20.6 29.33 … 0.4087 0.124 Benign 
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569 7.76 24.54 … 0.2871 0.07039 Malignant 

 

 
Figure 2. Distribution of Breast Cancer Disease Data 

 

The data that had been balanced was then classified using the Random Forest method, which 

first divided by data training and testing. The training and testing data division used 10-fold 

cross-validation, where each fold or group could be used as training and testing data 

alternately. Datasets classified by the Random Forest method were tested based on accuracy, 

sensitivity, and specificity obtained from the confusion matrix table. In the classification of 

breast cancer data, the Random Forest method is used by tuning hyper parameters using 

several parameters as shown in Table 2. 

Table 2. Hyper parameters of the Random Forest Method for Classifying Breast Cancer 

Hyper parameter Value 

 

Criterion 

Entropy 

Gini 

Min_samples_split 2 

N_estimators 100 

 

 The results of the Random Forest method confusion matrix on the original data are shown in 

Figure 3, the results of the Random Forest method confusion matrix on the Smote result data 

are shown in Figure 4, and the results of the Random Forest method confusion matrix on the 

Borderline Smote result data are shown in Figure 5. In Figure 4, the Random Forest method 

with the original data can classify the Benign class as many as 348 instances out of a total of 
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357 instances, while the Malignant class correctly classified as many as 198 instances out of a 

total of 212 instances. 

In Figure 5, the Random Forest method with Smote result data can classify the Benign class 

as many as 349 instances out of 357 instances, while the Malignant class correctly classified as 

many as 346 instances out of 349 instances. In Figure 6, the Random Forest method with 

Smote result data can classify the Benign class as many as 346 instances out of 357 instances, 

while the Malignant class correctly classified as many as 342 instances out of 349 instances. 

 

Figure 3 Classification Results of Random Forest Method on Data without Oversampling 
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Figure 4 Classification Results of Random Forest Method with Smote Data 

 

 
Figure 5. Classification Results of Random Forest Method with Borderline Smote Data 

 

Figure 6 shows the performance of the Random Forest method on breast cancer classification 

with Smote variant oversampling and without oversampling. The Random Forest method with 

no oversampling resulted in an accuracy of 95.9%, sensitivity of 93.4%, and specificity of 

97.5%. The Random Forest method with Smote resulted in an accuracy of 97.3%, sensitivity of 
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96.9%, and specificity of 97.8%. In comparison, the Random Forest method with Borderline 

Smote produced an accuracy of 96.4%, a sensitivity of 95.6%, and a specificity of 96.9%. 

The test results showed that using Smote variants in data balancing positively impacted the 

performance of the Random Forest method in breast cancer classification. The Smote method 

produced the best performance with Random Forest compared to Borderline Smote. On 

average, the Smote variant with Random Forest performed better than the data without 

oversampling. This is in line with research, which states that the use of oversampling to solve 

unbalanced data problems can improve the performance of the method used (Hairani et al., 

2020)(Hairani & Priyanto, 2023)(Hairani et al., 2023). 

 
Figure 6. Performance Results of Random Forest Method on Breast Cancer Clarification 
 

The results of this study are in line with research (Jabbar et al., 2022; (Andryan et al., 2022); 

Muntiari & Hanif, 2022) which on average obtained 95% accuracy in breast cancer 

classification. However, the level of accuracy can be increased by resolving data imbalances 

using the Smote variant to increase the accuracy of the Random Forest method.  The Smote 

method with Random Forest can increase accuracy by 1.4% and sensitivity by 3.5% compared 

to without sampling.  The increase in accuracy and sensitivity is not significant because Smote 

results in creating samples for minority classes that still contain noise. In conclusion, future 

research should consider using hybrid sampling methods in dealing with data imbalance in 

breast cancer to reduce data noise, so that the Random Forest method can produce significant 

performance improvements (Hairani & Priyanto, 2023; Khushi et al., 2021; Swana et al., 

2022) 
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Conclusions 

This study proposed a Smote variant approach and Random Forest method for breast cancer 

classification. Smote variants used were Smote and Borderline Smote methods to balance 

breast cancer classes. Before oversampling, classes in breast cancer data had an unbalanced 

data issue: the Benign class, as many as 357 instances, and the Malignant class, as many as 

212 instances. It became balanced after oversampling with the Smote variant; the Benign and 

Malignant classes each had 357 instances. Using the Smote variant in data balancing positively 

impacted the performance of the Random Forest method in breast cancer classification, where 

the Smote variant with Random Forest performed better than the data without oversampling. 

The Smote with Random Forest method produced the best performance compared to 

Borderline Smote, where the accuracy was 97.30%, sensitivity was 96.90%, and specificity was 

97.8%. Future research can use other Smote variants, such as k-means Smote and Adasyin, to 

solve the unbalanced breast cancer data problem. 
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