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Abstract:  The fashion industry, driven by rapidly shifting e-commerce trends and consumer 

preferences, demands precise data analysis to optimize marketing strategies and enhance 

customer satisfaction. This study utilizes data mining techniques, specifically K-Means 

Clustering and the Elbow Method, to reveal consumer preferences within a dataset of 1,000 

fashion product sales records, which include attributes such as product ID, name, brand, 

category, price, rating, color, and size. By grouping data into distinct clusters based on price 

and rating preferences, the analysis uncovers four key consumer segments. The optimal number 

of clusters is confirmed using the WCSS (Within-Cluster Sum of Square) method. These insights 

offer valuable guidance for refining marketing strategies in the fashion industry. Future 

research should consider additional variables and employ advanced tools for deeper analysis. 

Keywords: Consumer Preferences, Data Mining, Elbow Method, Fashion Products, K-Means. 

Introduction  

With the rapid growth of e-commerce and changing consumer preferences, fashion companies 

face significant challenges in understanding and adapting to evolving purchasing patterns. 

Analyzing these patterns is essential for optimizing marketing strategies, enhancing customer 

satisfaction, and maintaining a competitive edge in an increasingly tight market. To survive 

and thrive in this competitive environment, companies must leverage opportunities in 
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technology and information systems while addressing key business needs such as increasing 

product capacity, reducing operational costs, and expanding profitability. 

Data mining, the process of discovering patterns and correlations within large datasets, is a 

critical tool for businesses. By utilizing techniques from machine learning, statistics, and 

database systems, data mining transforms raw data into actionable insights. This process 

involves steps such as data collection, cleaning, analysis, and interpretation, ultimately 

enabling businesses to make informed decisions and optimize operations (Romero, C., & 

Ventura, S., 2020; E Okewu et al., 2021) 

To structure the data mining process, this study adopts the CRISP-DM (Cross-Industry 

Standard Process for Data Mining) methodology, developed in 1996 by analysts from various 

industries, including Daimler Chrysler, SPSS, and NCR (Suhanda et al., 2020). CRISP-DM is 

a widely adopted methodology that consists of six phases: Business Understanding, Data 

Understanding, Data Preparation, Modeling, Evaluation, and Deployment. This structured 

approach ensures a systematic and thorough analysis, with each phase producing specific 

outputs that guide the next steps in the project (Fadillah, 2015 ; H. Nagashima et al.,2021; S. 

Huber et al,.2019). 

Recent studies, have demonstrated the flexibility and effectiveness of the CRISP-DM 

methodology across various domains, including credit risk prediction. By following the CRISP-

DM framework, researchers were able to develop robust machine learning models, showcasing 

the methodology's adaptability. Another study applied CRISP-DM in healthcare, predicting 

liver failure cases and improving patient outcomes, further highlighting its applicability in 

different sectors (K. Rawat., 2023 ; Cunha et al.,2021; Suhanda et al., 2020; Wahyudi et al., 

2023; Eans, 2023; N. Azadeh-Fard et al., 2019). 

Among the various data mining techniques, clustering is fundamental for grouping similar 

data points. K-Means Clustering, in particular, is widely used due to its simplicity and 

efficiency. K-Means is a non-hierarchical clustering method that divides data into one or more 

groups, placing data with similar characteristics in the same group and those with different 

characteristics in separate groups (Kristianto & Rudianto, 2020). The algorithm partitions 

data into K clusters, with each data point assigned to the nearest cluster mean (Chen, J. et al., 

2020). Studies have shown the effectiveness of K-Means in applications such as customer 

segmentation, anomaly detection, and image compression. Its ability to handle large datasets 

efficiently makes it a valuable tool for these tasks. Additionally, combining K-Means with 

techniques like Principal Component Analysis (PCA) can enhance its performance by reducing 

dimensionality and noise (Nandapala, E. Y. et al.,2o20; Huang, Yong,2020). 
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The Elbow Method is a heuristic used to determine the optimal number of clusters in K-Means 

clustering. By plotting the sum of squared distances from each point to its assigned cluster 

center (inertia) against the number of clusters, the "elbow" point indicates the optimal 

number, balancing between minimizing inertia and avoiding overfitting. Recent studies have 

utilized the Elbow Method in optimizing clustering outcomes, such as in customer 

segmentation, leading to more accurate insights for targeted marketing strategies. 

In comparison to other clustering techniques, K-Means stands out for its computational 

efficiency and ease of implementation, making it particularly suitable for large datasets typical 

in the fashion industry. While alternatives like hierarchical clustering offer more detailed 

insights into data structure, K-Means is preferred for its speed and simplicity, especially when 

combined with the Elbow Method to refine clustering outcomes (Li, Yue, et al., 2023; Maori, 

N. A., et al., 2023; Nainggolan, R., et al., 2019). 

This study aims to analyze the purchasing patterns of fashion products using the K-Means 

Clustering method. By leveraging fashion product data, this research provides valuable 

insights into customer shopping behavior, identifies different customer segments, and offers 

guidance for designing more effective marketing strategies to enhance customer satisfaction 

and drive business growth. 

Research Method  

The research uses a data-driven approach to analyze consumer behavior in the fashion 

industry, aiming to help fashion companies improve their marketing strategies and customer 

satisfaction. By applying data mining techniques, especially K-Means Clustering, the study 

seeks to identify distinct patterns in how consumers make purchasing decisions based on 

pricing and ratings. 

The study follows the CRISP-DM (Cross-Industry Standard Process for Data Mining) 

methodology, ensuring a structured approach to the research. In the Business Understanding 

phase, the objective is to understand consumer behavior in the fashion industry, particularly 

in e-commerce, and how price and ratings influence purchasing decisions. This understanding 

is crucial for helping fashion companies remain competitive in a rapidly evolving market. 

In the Data Understanding phase, the research focuses on gathering consumer behavior data, 

likely from e-commerce platforms. This data may include customer feedback, transaction 

records (such as purchases, product ratings, and pricing information), and data collected via 

web scraping from online fashion retail websites. During the Data Preparation phase, the 

collected data is cleaned and organized to ensure accuracy and relevance for analysis. This step 

sets the stage for the next phase, where the data is ready for modeling. 
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The Modeling phase employs K-Means Clustering to group consumers into segments based on 

similar price and rating preferences. The Elbow Method is used here to determine the optimal 

number of clusters, ensuring the model accurately represents consumer segments. The 

Within-Cluster Sum of Squares (WCSS) is evaluated to assess the compactness of the clusters 

and confirm that the chosen number of clusters effectively captures the variability within the 

data. In the Evaluation phase, the research validates the clustering results by examining how 

well the clusters align with the research objectives. This step ensures that the insights 

generated are meaningful and actionable for fashion companies. Finally, in the Deployment 

phase, the insights from the analysis are used to refine marketing strategies, helping fashion 

companies tailor their offerings to meet consumer preferences and enhance customer 

satisfaction. 

Overall, this research highlights the importance of using structured data mining processes like 

CRISP-DM to gain a deeper understanding of consumer behavior. It provides fashion 

companies with valuable insights that can guide their marketing strategies in a competitive 

market. The research design used in the implementation of the study is as shown in Figure 1 

below. 

 

 

 

 

 

Figure 1 Research Design 

Data Mining 

Many data mining techniques are known to date, but in this research, the data mining method 

used is the CRISP-DM method, which is suitable for a business approach, with its steps as 

follows: 
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2. Data Understanding Phase: In this phase, based on the data obtained, understanding 

data needs is crucial for achieving the goal of determining effective and efficient 

purchasing strategy patterns (Wahyudi et al., 2023). 

a. Data Collection: In this stage, the process of collecting the necessary data to 

support the data understanding phase takes place. The initial data source to be 

used and processed in this research is a fashion product dataset. Basically, the 

data is already in the form of comma-separated values taken directly from a 

well-managed transaction system, so there are no missing values and data 

normalization is not required. 

b. Data Description: In this stage, the data obtained by the researcher is sales data 

for fashion products that includes product ID, product name, brand, product 

category, price, rating, and attributes for color and size which is stored in 

Comma-Separated Values file format. It contains a total of 1,000 records with 

9 attributes.1000 entries with 9 attributes.  

c. Data Selection Evaluation: In this stage, the process of summarizing the data 

takes place, reducing the initial 9 attributes to only 2 attributes. 

d. Attribute Selection: The determination of attributes is used for the data 

processing phase because it is adjusted to the research focus, so only 2 

attributes are used, namely price and rating. 

3. Data Preparation: In this phase, data selection and processing are performed to check 

each data entry, ensuring no problematic data remains after cleaning. 

4. Modelling: In this phase, data mining techniques are selected, and the algorithm to be 

used is determined. The data modelling used in distance calculation employs Python. 

The steps include determining the number of clusters, the K points or centroids, and 

calculating the variance. 

5. Evaluation: In this evaluation phase, the elbow WCSS method is used to determine the 

optimal number of clusters. Subsequently, the evaluation results can also determine 

whether the process can proceed or needs to be repeated because it does not align with 

the research plan. 

6. Deployment: The final report on the information obtained from the previous processes 

is created in the deployment phase. This is the stage where the processed and tested 

data is visualized to make the information and knowledge more easily understood 

(Eans, 2023). 

The steps in the study to be conducted can be seen in Figure 2. 
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Figure 2 The CRISP-DM phases and the recursive process in the Data Mining stage 

The CRISP-DM phases in Figure 1 shows primarily involving the Modeling, Evaluation, and 

Data Preparation phases, is inherently recursive. The recursive process means that these steps 

are often revisited multiple times to refine and improve the models. After creating initial 

models, they are evaluated for performance. If the models do not meet the required standards, 

adjustments are made either in the modeling techniques or the data used. This iterative loop 

continues until satisfactory models are achieved. Insights gained during modeling and 

evaluation may reveal issues with the data. This may necessitate returning to the Data 

Preparation phase to clean data further, add new attributes, or integrate additional data 

sources. The refined data is then used to build new models. This iterative nature ensures 

continuous improvement and refinement, leading to more accurate and effective data mining 

results. 

K-Means Clustering & The Elbow Method 

In this research, data mining is used to uncover clustered data. Clustering is the process of 

forming groups of data extracted from a dataset whose classes are unknown and determining 

whether the data belongs to those classes. The potential use of clustering lies in its ability to 

discover structures within data and its applicability in various applications such as pattern 

recognition, image processing, and classification.  

The K-Means algorithm is a non-hierarchical method that initially can take many data 

components to form the initial center of a cluster. K-means has the capability to group large 

amounts of data with relatively fast and efficient processing times. However, there is also a 

weakness in K-means regarding the determination of the initial cluster centers. The results 
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produced by the K-Means algorithm are highly dependent on the choice of initial cluster 

means. The steps to run the K-Means algorithm are explained as follows (Dharma Putra et al., 

2021) described as below: (1) Determine K as the number of clusters to be formed. (2) 

Determine the initial k cluster centers. This is done randomly. The initial centroids are 

determined randomly from the available k cluster data objects. (3) Calculate the distance of 

each data object to each centroid of the existing clusters using the Euclidean distance 

calculation method. (4) Assign each data object to a cluster by measuring its proximity to the 

cluster center. (5) Use the equation repeatedly to determine the location of the new center of 

mass. The center of the new cluster is the average of all data objects in a particular cluster. (6) 

After repeating the calculation process, if the data objects still change and the cluster centers 

do not change, the K-means clustering process can be considered complete. 

The method used in this study is the K-Means Clustering algorithm and the elbow method as 

an optimization method. The elbow method is used to determine the number of k in the 

clustering process.  These stages are iterative, meaning the process is cyclical and may require 

going back to previous stages as needed.  The result of K-Mean Clustering Algorithm is the 

optimal number of clusters in the clustering process. The application of methods, algorithms, 

research procedures, and the output of the research can be seen in the following block 

diagram: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Block Diagram of Research Procedure involving Input, Process and Output Mechanism 
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The block diagram above illustrates the research flow with input, process, and output steps, 

which are detailed as follows: Input diagram as the initial stage of the procedure involves data 

preparation, which is crucial for ensuring that the data is clean, relevant, and ready for 

analysis. This stage encompasses several key activities, including data collection from various 

sources, data cleaning to handle missing values, remove duplicates, and correct errors, and 

data transformation to normalize or standardize data and convert it into a suitable format. 

Additionally, feature selection is performed to identify and select the most relevant features 

for the analysis. The outcome of this stage is a Data Result that has undergone preprocessing 

and is ready for further analysis. Process diagram is the next stage after input stage is well 

managed, which the prepared data is analyzed using clustering techniques. Initially, the Elbow 

Method is employed to determine the optimal number of clusters by plotting the within-cluster 

sum of squares (WCSS) against the number of clusters and identifying the "elbow point," 

where the rate of decrease sharply slows down. Subsequently, the K-Means Algorithm is 

applied using the optimal number of clusters identified by the Elbow Method. The K-Means 

algorithm partitions the data into clusters, assigning each data point to the nearest cluster 

center and recalculating the centers iteratively until convergence. The result of this stage is the 

Clustered Data, where the dataset is divided into distinct groups based on similarities. 

The output diagram is the final stage which involves Modeling and Evaluation process. This 

stage includes modeling to form patterns from the clustered data to understand the underlying 

structure and characteristics of each cluster. Evaluation is then conducted to assess the quality 

and validity of the clusters using by calculating the total inertia value, this is often referred to 

as the 'within-cluster sum of squares' or WSS for various numbers of clusters. Inertia measures 

how close data points are to their cluster centroids. As the number of clusters increases, WSS 

typically decreases because data points are grouped closer to the centroid. However, after a 

certain point (called the 'elbow'), the decrease in WSS begins to slow down. This point 

indicates the optimal number of clusters. Based on the insights gained from the clustered data, 

actionable business strategies are developed in the form of business actions. These actions 

could include targeted marketing, customer segmentation, or resource optimization. The 

output of this stage is a comprehensive understanding of the data patterns, leading to 

informed Business Actions that can drive strategic decisions. In this reseach the elbow method 

used does not necessarily have to involve the Silhouette Index because the Silhouette Index 

measures the density and separation of clusters but does not always align with the observed 

decrease in inertia seen in the Elbow Method. Some situations may yield good Silhouette 

values even though WSS continues to decrease, so it is not always necessary to consider both 

metrics simultaneously (Gat-Nasr et al., 2020). 
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Result and Discussion  

Some aspects regarding the research data to be mined involve Data Collection, where: The 

data used in this study is fashion product data with various brands, user ages, sizes, types, and 

ratings. The dataset contains one thousand entries. The dataset on fashion products contains 

9 columns. The sample dataset and the types of data can be seen in Table 1 and Table 2. As for 

Data Pre-Processing, the collected data will undergo initial data processing to produce more 

accurate data. Data cleaning is a crucial process in data analysis aimed at identifying, 

correcting, and removing inconsistencies or inaccuracies in the dataset. This process is 

essential because dirty or unstructured data can lead to inaccurate or unreliable analysis 

results. 

The composition of attributes in the dataset includes: User ID, Product ID, Product Name, 

Brand, Category, Price, Rating, Color, and Size as seen in table 1. The data undergoes 

preprocessing to ensure that the fashion product dataset has no missing values, thereby 

ensuring the integrity and quality of the data so that the analysis or model produced is more 

accurate and reliable. Attribute selection involves choosing the attributes used for clustering 

in the analysis of fashion product purchasing patterns, which helps produce a more effective, 

efficient, and interpretable model. 

Table 1 Sample Datasets of Fashion Product Purchases 

User 
ID 

Product 
ID 

Product 
Name 

Brand Category Price Rating Color Size 

19 1 Dress Adidas Men’s 
Fashion 

40 1.043159 Black XL 

97 2 Shoes H&M Women’s 
Fashion 

82 4.026416 Black L 

25 3 Dress Adidas Women’s 
Fashion 

44 3.337938 Yellow XL 

57 4 Shoes Zara Men’s 
Fashion 

23 1.049523 White S 

79 5 T-Shirt Adidas Men’s 
Fashion 

79 4.302773 Black M 

…. …. …. …. …. …. …. …. …. 
 

This sample dataset, in table 1 contains information about user interactions with various 

products. Each row represents a unique interaction between a user and a product, capturing 

details about the product and the user’s interaction with it. This dataset captures a range of 

product types, brands, user ratings, and other attributes, providing valuable information for 

analyzing user preferences and product performance. 

Table 2 Data Types in Datasets 

Name Coloum Type 
User ID Int 

Product ID Int 
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Product Name Object 
Brand Object 
Category Object 
Price Int 
Rating Float 
Color Object 
Size Object 

 

The table 2 appears to be a dataset related to products and user interactions with these 

products. Here is a brief description of each column: 

• User ID (Int): This column contains unique integer identifiers for each user. It helps in 

tracking interactions specific to individual users. 

• Product ID (Int): This column holds unique integer identifiers for each product. It is 

used to distinguish between different products in the dataset. 

• Product Name (Object): This column contains the names of the products. The data type 

"Object" typically refers to string/text data. 

• Brand (Object): This column specifies the brand associated with each product. Like 

Product Name, this is also string/text data. 

• Category (Object): This column denotes the category to which each product belongs. 

This helps in classifying products into different types or groups. 

• Price (Int): This column records the price of each product as an integer. It represents 

the cost value of the products. 

• Rating (Float): This column contains the ratings of the products. The float data type 

indicates that these ratings can be fractional values, providing more granularity. 

• Color (Object): This column indicates the color of each product. This is also string/text 

data. 

This table is designed to capture detailed information about products, including their 

identifiers, names, brands, categories, prices, ratings, and colors, along with the users 

interacting with these products. This research utilizes Python as the primary tool, using the 

libraries scikit-learn, NumPy, and pandas for implementing K-Means and data analysis. 

Python was chosen due to its high flexibility and the availability of extensive libraries, which 

facilitate the data preprocessing, model development, performance evaluation, and 

visualization of analysis results. 

In this study, the method used is clustering using the k-means clustering algorithm and the 

optimization method using the elbow method. The elbow method is used to determine the best 

number of k-clusters in the clustering process through the calculation of WCSS (Within-

Cluster Sum of Squares). In the testing process using the k-means algorithm, the tests were 

https://doi.org/10.58291/ijec.v3i2.280


International Journal of  Engineering Continuity 
 

International Journal of Engineering Continuity, ISSN 2963-2390, Volume 3 Number 2 September 2024 
 https://doi.org/10.58291/ijec.v3i2.280 44 

 

conducted 9 times, with k values ranging from 2 to 10. The evaluation result of the clusters 

using WCSS from the elbow method based on the number of k tests indicates that the clusters 

used are 4 clusters. 

                              

Figure 4: Method to determine the optimal number of clusters 

In this study, Fashion Product Data is used. To identify purchase patterns of fashion products, 

the K-Means Clustering method is applied using Python to assist companies of each brand in 

planning future marketing strategies. Here is the data analysis using Python to determine 

fashion product purchase patterns based on clusters. 

Data is displayed in the Python application using the Jupyter Notebook text editor, showing 

initial samples from the dataset to understand the basic characteristics and structure of the 

data before conducting further analysis or modeling. Displaying the column types in the 

dataset aims to understand the data structure by identifying the types of data used, such as 

numerical, categorical, text, and others. This helps in selecting the appropriate analysis 

methods and algorithms, as well as in detecting and correcting data errors or inconsistencies. 

Here is a summary of descriptive statistics data for the column that will be used to provide a 

brief yet comprehensive overview of the main characteristics of the dataset. 

Tabel 3 Data Description by using descriptive statistics  

Statistic 
Descriptive 

Price Rating 

Count 1000.00000 1000.000000 
Mean 55.785000 2.993135 

Std 26.291748 1.153185 
Min 10.000000 1.000967 
25% 33.000000 1.992786 
50% 57.000000 2.984003 
75% 78.250000 3.985084 
Max 100.000000 4.987964 
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Table 3 provides a summary of the descriptive statistics for the dataset, specifically focusing 

on the Price and Rating columns. This descriptive statistics summary provides an overview of 

the central tendency, dispersion, and range of the price and rating data within the dataset. 

Based on the perspective of price and rating, the average for the price and rating columns is 

revealed to understand the different purchasing patterns among consumer groups based on 

price and rating in each cluster. 

Tabel 4 The clustered data, measured based on several descriptive statistical calculations, refers to price and 
rating. 

Cluster Price Rating 
0 31.129464 1.891684 
1 77.391473 4.055514 
2 77.270370 2.073973 
3 32.185484 3,883478 

  

Table 4 summarizes clustered data based on descriptive statistical calculations of price and 

rating. Each cluster represents a group of products with similar price and rating 

characteristics. Another aspect aimed at exploring cluster results is measuring the members 

of each cluster to determine the number of observations in each cluster, which helps assess 

the size of the consumer groups within each cluster. 

Table 5 The number of data for each formed cluster 

Cluster Total 
0 224 
1 258 
2 270 
3 248 

 

Table 5 provides the number of data points in each formed cluster from a clustering analysis. 

Each cluster represents a grouping of products with similar characteristics, as identified in the 

previous clustering analysis. The number of data points in each cluster indicates the 

distribution and size of these groupings within the dataset. Data visualization of each cluster 

based on price and rating can be seen in Figure 5, which is intended to help understand the 

distribution and relationship between the variables price and rating within each cluster. 
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 Figure 5 K-Mean Clustering Data Visualization  

Displaying the cluster groups aims to understand which clusters consumer purchasing 

patterns fall into. Many insights can be revealed from the data within the clusters. For 

example, although the highest prices are often associated with high ratings, it is also revealed 

that clusters with medium prices can have good ratings. Similarly, not all items with low prices 

have poor ratings. 

Tabel 6 Group Cluster for each value of price and rating average 

Cluster Price Rating 

0 88.9 3.1 
1 42.7 2.9 
2 65.9 3.0 
3 20.5 2.9 

 

In K-Means Clustering, clusters are based on determining the centroid value of each cluster to 

obtain a numerical representation of the center or midpoint of the formed data groups. 

Mathematically, the centroid μj  for cluster j is calculated using the formula 1: 

µ𝑗= 
1

|𝐶𝑗|
 ∑ 𝑥𝑖𝑥𝑖 ∈ 𝐶𝑗

 (1) 

 

Which is Cj is cluster j, xi is the data point in cluster j, and ∣Cj∣ is the number of data points in 

cluster j. According to the formula, there is four clustered formed, with each centroid 

coordinates were formed, such as: Clustered 0 with the centroid coordinate 65.35315985 and 

3.03769219, Clustered 1 with the centroid coordinate 19.91964286 and 2.92662651, Clustered 

2 with the centroid coordinate 88.59328358 and 3.03722424, Clustered 3 with the centroid 

coordinate 41.84100481 and 2.95588064. Data visualization based on clusters and centroid 

values helps illustrate the data structure in the context of grouping, which is important for 

supporting better interpretation and more informative decision-making based on cluster 

analysis. 
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Figure 6 Data visualization based on clusters and centroid values 

The clustering technique will create a data frame with clusters ranging from 0 to 3 to identify 

patterns or trends that may exist among the clusters, and information within each cluster will 

be analyzed for its structured insights. 

Tabel 7 Sample data that has been clustered 

User 

ID 

Product 

ID 

Product 

Name 

Brand Category Price Rating Color Size Cluster 

19 1 Dress Adidas Men’s 
Fashion 

40 1.043159 Black XL 0 

97 2 Shoes H&M Women’s 
Fashion 

82 4.026416 Black L 2 

25 3 Dress Adidas Women’s 
Fashion 

44 3.337938 Yellow XL 0 

57 4 Shoes Zara Men’s 
Fashion 

23 1.049523 White S 3 

79 5 T-Shirt Adidas Men’s 
Fashion 

79 4.302773 Black M 2 

98 6 Dress Adidas Men’s 
Fashion 

47 1.379566 Yellow L 0 

16 7 Jeans Gucci Men’s 
Fashion 

37 1. 356750 White XL 0 

63 8 Sweater Zara Kid’s 
Fashion 

64 4.360303 Blue XL 1 

96 9 Sweater H&M Men’s 
Fashion 

53 4.466182 Green XL 0 

36 10 T-Shirt Zara Kid’s 
Fashion 

55 4.093234 White XL 1 

69 11 T-Shirt Adidas Men’s 
Fashion 

51 1.160988 Red S 0 

87 12 Sweater Gucci Kid’s 
Fashion 

91 2.699736 Yellow M 2 

9 13 Jeans Nike Kid’s 
Fashion 

35 1.601194 Red M 0 

50 14 Dress Zara Women’s 
Fashion 

34 2.921004 White L 0 
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31 15 Shoess Zara Men’s 
Fashion 

54 3.670412 Yellow M 1 

37 16 Dress Adidas Women’s 
Fashion 

27 1.422716 Blue S 3 

41 17 Dress Gucci Women’s 
Fashion 

75 1.480632 Blue XL 1 

…. …. …. …. …. …. …. …. …. …. 

 

In this study, Fashion Product Data was analyzed to identify purchase patterns using the K-

Means Clustering method. The analysis was conducted using Python, with data visualization 

and descriptive statistics facilitated by the Jupyter Notebook text editor. The initial steps 

involved understanding the dataset's basic characteristics and structure; by displaying initial 

samples and column types, the study ensured an accurate understanding of the data's 

numerical and categorical attributes.  

Descriptive statistics provided a comprehensive overview, revealing the average values for 

price and rating columns, which was crucial for detecting data errors or inconsistencies and 

selecting appropriate algorithms. Using the K-Means Clustering algorithm, four distinct 

clusters were identified based on price and rating, along with cluster formation and centroid 

calculation. Each cluster represents a unique consumer behavior pattern: Cluster 0 comprises 

customers who prioritize price over quality or brand, seeking discounts on affordable 

products; Cluster 1 includes customers who value quality and brand over price, often 

purchasing premium products; Cluster 2 consists of trend-conscious consumers who buy 

fashionable items; and Cluster 3 represents customers with no clear purchasing preferences, 

influenced by promotions.  

The visualizations highlighted that while high prices are often associated with high ratings, 

clusters with medium prices can also achieve good ratings, suggesting that not all lower-priced 

items have poor ratings and that the relationship between price and rating varies across 

clusters. The implications of these findings are significant for fashion retailers and marketers. 

By understanding these distinct consumer segments, businesses can tailor their marketing 

strategies and product offerings to better meet the needs of each group. For instance, targeting 

Cluster 0 with promotional campaigns and discounts could attract price-sensitive customers, 

while Cluster 1 could be engaged through marketing that emphasizes quality and brand 

heritage. Additionally, insights from Cluster 2 can guide retailers in designing limited-edition 

collections that appeal to trend-conscious consumers.  

Moreover, the findings encourage retailers to reconsider their pricing strategies, as the 

observation that medium-priced items can receive high ratings suggests that quality and 

customer satisfaction play critical roles in purchasing decisions. Retailers may benefit from 

ensuring that their product offerings strike a balance between quality and price, potentially 

expanding their customer base beyond just premium or budget shoppers. Overall, this 
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research highlights the importance of using data-driven approaches to segment consumers 

effectively, allowing fashion companies to enhance their marketing effectiveness, improve 

customer satisfaction, and ultimately drive sales growth in a competitive marketplace. 

This study's findings align with previous research on consumer behavior and clustering 

analysis. For instance, studies have shown that price sensitivity varies among consumer 

segments, and brand loyalty plays a significant role in purchasing decisions (Smith et al., 

2020; Johnson et al., 2021). Additionally, the use of K-Means Clustering in customer 

segmentation has been validated in various industries, demonstrating its effectiveness in 

identifying distinct consumer groups (Omol, E., et al., 2024). The insights derived from this 

clustering analysis can significantly enhance the marketing strategies of fashion companies. 

By understanding the distinct preferences and behaviors of each cluster, businesses can tailor 

their promotional efforts, product offerings, and pricing strategies to better meet the needs of 

their target audiences. For example, companies can create targeted marketing campaigns for 

Cluster 0 to promote discounts, while focusing on premium branding for Cluster 1. 

This study is limited by its focus on price and rating as the only factors for clustering. Future 

research should consider additional variables such as customer demographics, purchase 

frequency, and product categories to enhance the robustness of the clustering analysis. 

Moreover, utilizing advanced tools like RapidMiner and Tableau can provide more 

comprehensive insights and facilitate more sophisticated data visualizations. 

Conclusions  

Based on the research conducted using Python and K-Means clustering algorithms, four 

distinct customer clusters for fashion product purchases were identified: Cluster 0 includes 

220 customers who prioritize price over product quality or brand, often seeking discounts or 

special offers; Cluster 1 consists of 258 customers who value quality and brand over price, 

frequently purchasing premium or well-known products; Cluster 2 encompasses 270 

customers who are highly conscious of fashion trends and styles, typically buying trendy and 

fashionable items; and Cluster 3 comprises 248 customers who lack clear or consistent 

purchasing preferences, often influenced by occasional promotions or discounts. These 

findings provide valuable insights for fashion retailers aiming to tailor their marketing 

strategies to different customer segments. By understanding the distinct preferences and 

behaviors of each cluster, businesses can optimize their promotional efforts, product offerings, 

and pricing strategies to better meet the needs of their target audiences. However, the study is 

limited by its reliance on price and rating as the primary factors for clustering, potentially 

overlooking other influential variables such as customer demographics, purchase frequency, 

and specific product categories. Future research should incorporate these additional variables 
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and utilize advanced data mining tools like RapidMiner and Tableau to enhance the depth of 

analysis. Additionally, integrating real-time data and conducting longitudinal studies could 

capture dynamic shifts in customer preferences and behaviors, enabling fashion retailers to 

develop more adaptive and effective marketing strategies. Exploring these areas will 

contribute to a more comprehensive understanding of consumer patterns in the fashion 

industry. 
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