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Abstract: Real-time monitoring of sea water levels is essential for maritime safety, coastal 

management, and disaster mitigation. This study addresses the challenges of sensor 

dependency and environmental vulnerability in traditional monitoring systems by proposing a 

machine-learning-based soft sensor. A Random Forest model was developed to predict sea 

water levels using atmospheric parameters such as barometric pressure, temperature, and 

relative humidity, leveraging data collected over seven months at one-minute intervals from a 

Marine Automatic Weather Station (AWS) in Tanjung Priok, Indonesia. Data preprocessing 

included outlier removal, normalization, and temporal feature extraction. The model achieved 

a high correlation coefficient (R = 0.8415) and low error metrics (MSE = 0.0209, RMSE = 

0.1448), demonstrating robust predictive performance. The findings confirm the model's ability 

to capture tidal patterns and its potential to complement or replace physical sensors in harsh 

maritime environments. This research contributes to the field by improving monitoring 

resilience and reducing dependency on hardware sensors. Future work will explore integrating 

additional environmental variables, temporal modeling techniques, and hybrid approaches to 

further enhance prediction accuracy and robustness. 

Keywords: Soft sensor, Water level predictions, Random Forest, Atmospheric data, Machine 

learning. 
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Introduction 

As a country located in a disaster-prone area, such as earthquakes and tsunamis, real-time 

water level monitoring in Indonesia is one of the crucial aspects that need to be considered 

regarding availability and accuracy. Accurate tidal or water level data is vital in various sectors, 

from tsunami disaster mitigation to commercial maritime transportation, fishing activities, 

and military operations (Gultom et al., 2017; Malik et al., 2023; Sagala et al., 2021). The results 

of sea level monitoring are usually tidal forecasts, which are used to plan fishing activities, 

design and maintenance management of coastal infrastructure, and ensure shipping safety 

(Anwar et al., 2023;Djunarsjah et al., 2023; Martin Miguez et al., 2012; Pugh, 1987). 

While the Geospatial Information Agency (BIG) primarily monitors sea level data via three 

sensor types: radar, bubbler, and submerged pressure sensors(Illigner et al., 2016), Other 

agencies, including BRIN with the IDSL system and BMKG with Marine AWS, frequently 

function with a single radar or ultrasonic sensor(A. A. Putra et al., 2021). This single-sensor 

dependency presents vulnerabilities since radar and ultrasonic sensors are primarily 

vulnerable to malfunction caused by corrosion, vandalism, and harsh environmental 

conditions (M. Putra, 2021; Sandro et al., 2020). Such failures highlight the need for 

alternative or complementary approaches to ensure continuous monitoring. 

Nevertheless, advancement and gaps persist in the incorporation of atmosphere data for 

forecasting seawater levels. Current research frequently neglects the capacity of machine 

learning models to improve monitoring resilience and diminish hardware reliance. The 

inverse barometer effect illustrates the correlation between air pressure and sea level 

fluctuations; nevertheless, this link is inadequately applied to predictive modelling (Han et al., 

2024; Li et al., 2016). 

This study aims to address these issues by creating a machine-learning-based soft sensor 

utilising a Random Forest model. This work presents a robust and cost-effective solution for 

improving seawater level predictions by incorporating atmospheric factors, including 

barometric pressure, temperature, and relative humidity. This research can reduce the need 

for hardware sensors susceptible to environmental deterioration, utilise existing AWS 

infrastructure for cost-effective deployment, and illustrate the effectiveness of machine 

learning in maritime contexts. This study establishes a basis for subsequent research to 

investigate hybrid models and further environmental variables to enhance accuracy and 

reliability. 
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Literature Review 

Monitoring sea levels is essential for marine safety, disaster mitigation, and coastal 

management. Conventional monitoring systems, exemplified by those utilised by the 

Geospatial Information Agency (BIG) in Indonesia, depend on many sensors, including radar, 

bubbler, and submerged pressure sensors (Illigner et al., 2016). These systems are engineered 

to deliver precise and continuous data; yet, they are frequently vulnerable to problems such as 

sensor corrosion, vandalism, and environmental deterioration, which might impede data 

availability (M. Putra, 2021; Sandro et al., 2020). Conversely, organisations such as BMKG 

and BRIN depend on single-sensor systems, such radar or ultrasonic sensors, which are more 

susceptible to malfunctions, underscoring the necessity for redundancy and complementary 

approaches to guarantee data reliability (Fatkhurrohman et al., 2023). Indonesia is very 

vulnerable to tectonic activity that can cause earthquakes and tsunamis (Matondang et al., 

2020; Novianto et al., 2021), so most the sea water level measurement  related to the early 

warning system. 

Machine learning has garnered considerable attention in environmental monitoring owing to 

its capacity to analyse complicated and high-dimensional datasets. Random Forest models 

have exhibited exceptional efficacy in predicting tasks, particularly water-level forecasting. 

Research indicates that Random Forest models may efficiently incorporate diverse 

environmental variables to forecast results with considerable precision (Li et al., 2016). For 

example, Random Forest models have been utilised to estimate lake water levels, 

demonstrating superior predictive accuracy relative to conventional statistical techniques 

(Han et al., 2024). These findings highlight machine learning models' capability to overcome 

traditional monitoring systems' constraints by utilising current data streams without requiring 

further hardware. 

The correlation between climatic characteristics and sea level fluctuations has been thoroughly 

examined, with barometric pressure, temperature, and relative humidity identified as key 

predictors. The inverse barometer effect elucidates the impact of atmospheric pressure on sea 

levels, whereby elevated air pressure depresses the sea surface, while diminished pressure 

results in its elevation (Pugh, 1987; Djunarsjah et al., 2023). Furthermore, temperature 

influences water density and thermal expansion, whereas humidity indirectly affects 

precipitation and local water levels (Martin Miguez et al., 2012). Notwithstanding these known 

links, the incorporation of such characteristics into prediction models for sea level monitoring 

remains inadequately investigated, especially in marine areas susceptible to intricate 

environmental dynamics such as Indonesia. 
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Although prior research has established the viability of employing machine learning 

algorithms for environmental monitoring, deficiencies persist in its utilisation for real-time 

sea level forecasting. Numerous studies concentrate on particular habitats, such as lakes or 

confined water bodies, but there is a paucity of research on wide coastal and maritime regions 

(Han et al., 2024; Li et al., 2016). Moreover, the majority of current systems depend 

significantly on physical sensors, which are susceptible to deterioration and malfunction in 

adverse conditions. This reliance highlights the necessity for the development of soft sensors 

to augment and strengthen the resilience of current infrastructure (Lu & Hardin, 2021). 

This study mitigates these deficiencies by employing a Random Forest model to create a soft 

sensor for forecasting sea water levels based on atmospheric data. This solution lowers 

dependence on hardware sensors and leverages existing AWS infrastructure, rendering it both 

economical and scalable. This research enhances predictive modelling in maritime 

applications by incorporating barometric pressure, temperature, and relative humidity, 

providing a reliable solution for continuous sea level monitoring in dynamic and demanding 

conditions. Future study directions involve integrating supplementary elements, including 

wind speed and historical water level data, and investigating hybrid modelling methodologies 

to improve prediction accuracy. 

Research Method 

There are several processes of the research that have been illustrated in Figure 1. The flowchart 

represents a systematic methodology for predicting sea water levels using atmospheric data 

and a Random Forest model. 

 

Figure 1. Flowchart of research methodology 
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The process begins with data collection from the Marine Automatic Weather Station (MAWS) 

managed by BMKG, which is stationed in Tanjung Priok, close to the Naval Harbour of Pondok 

Dayung. MAWS provided real-time weather data with a sampling rate of 1 minute (Sugiarto et 

al., 2020). The AWS functions continuously, utilising a solar power system, and is fitted with 

a CR1000 X data logger. The sensors comprise the Vegapuls C23 for seawater level 

measurement, the Vaisala HMP155 for temperature and relative humidity, the RM Young 

61302 for barometric pressure, and the SPlite 2 for sun radiation measurement. The dataset 

spans 7 months, from January to July 2024, with a sample frequency of 1 minute, providing a 

total of 525,600 records.  

Several preprocessing processes are conducted to prepare the data for analysis. Data cleansing 

includes the management of missing values and anomalies. Missing values can be mitigated 

via median or mean imputation, and outliers are handled through Z-score filtering. Critical 

features for the model, such as barometric pressure, temperature, and relative humidity, are 

chosen, with sea water level designated as the objective variable. The characteristics are 

normalised by Min-Max scaling to ensure equal contribution to the model training process. 

Furthermore, temporal attributes, including the hour and day of the week, are extracted from 

the timestamp data to identify temporal patterns. 

The research project focused on developing a Random Forest model to forecast seawater 

levels. The dataset is partitioned into training and testing sets utilising an 80-20 split ratio, 

allocating 80% for training and 20% for testing. The Random Forest model is trained on the 

training set, with hyperparameters optimised by grid search and cross-validation to ascertain 

the ideal number of trees and the maximum depth of each tree. The significance of features is 

evaluated to comprehend each feature's contribution to seawater level forecasting. Many 

indicators assess the model's performance (Chicco et al., 2021). The Mean Absolute Error 

(MAE) quantifies the average magnitude of discrepancies between predicted and actual data. 

It represents the mean absolute deviation between the predicted and actual seawater levels. A 

cohesive approach for estimating prediction error in Random Forests can integrate Mean 

Absolute Error (MAE) to assess prediction uncertainty and error distribution, improving 

model reliability (Lu & Hardin, 2021). 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 −

𝑛

𝑖=1

𝑦̂𝑖|  (1) 

 

The Mean Absolute Error (MAE) can be quantified by initially determining the absolute 

difference between the actual value (𝑦𝑖) and the predicted value ( 𝑦̂𝑖)  For each data point 𝑖. 

The difference is aggregated across all data points and subsequently averaged by dividing by 
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the total number of data points 𝑛 in the test dataset. MAE indicates the mean of the absolute 

differences between actual observations and model predictions, quantifying the deviation of 

predictions from actual values. 

The Root Mean Squared Error (RMSE) quantifies the square root of the mean of the squared 

differences between predicted and observed values. It indicates the mean magnitude of the 

predicted mistakes. Nonetheless, it penalises more substantial errors more severely than 

minor ones due to the squaring process, and it is extensively utilised in weather-related 

predictive analyses (Taqiyuddin & Sasongko, 2024). RMSE explains the average size of 

prediction mistakes and is susceptible to outliers. 

𝑅2 = 1 −
∑ |𝑦𝑖 −
𝑛
𝑖=1 𝑦̂𝑖|

∑ |𝑦𝑖 −
𝑛
𝑖=1 𝑦̅𝑖|

 (2) 

 

The R-squared (R²) metric represents the proportion of variance in the sea water level that is 

explainable by the features used in the model. It indicates the model's goodness of fit, showing 

how well its predictions match the actual data. An R² value of 1 indicates a perfect fit, where 

the model explains all the variability in the data, while an R² value of 0 means the model 

explains none of the variability. Negative values can occur if the model performs worse than a 

simple mean-based model. 

A sensitivity analysis is conducted to evaluate the impact of each feature on the model’s 

predictions by perturbing input features and observing changes in the output. To address 

potential sensor failure issues, simulations are performed with missing data to test the 

robustness of the Random Forest model. Strategies for integrating redundant sensor data or 

alternative data sources are explored to ensure continuous and reliable monitoring. Results 

are visualised through various plots. A prediction versus actual plot compares the model’s 

predictions with observed seawater levels, and a feature importance plot displays the relative 

significance of each feature in the Random Forest model. 

Result and Discussion 

The assessment of the Random Forest model for forecasting sea water levels based on 

atmospheric variables (barometric pressure, temperature, and relative humidity) shows 

encouraging outcomes. The analysis process is carried out in several stages such as feature 

importance analysis to see the relationship between parameters, model performance to test 

the application of the model and scatter plot analysis to see the level of model precision. In the 

training, validation, and testing, the final results of the model testing are discussed, while 
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temporal trends and analysis of noise in predicted water levels complete the temporal analysis 

and noise output from the model. 

Feature Importance Analysis 

Feature analysis shows the relationship between water level and atmospheric variables of air 

pressure, temperature, and relative humidity (RH). This analysis includes an explanation of 

the physical relationship between changes in water level and fluctuations in each atmospheric 

parameter, as well as an interpretation of the patterns that appear in the visualization graph. 

The first stage of analysis is to analyze the relationship between water level and air pressure. 

The graphic visualization shows a clear sinusoidal pattern between changes in air pressure and 

changes in water level. The pattern that appears shows a close relationship between air 

pressure fluctuations and variations in water height at the research location. 

 

Figure 2. Relationship between water level sensor value and barometer sensor 

 

The results in Figure 2 show the relationship between air pressure fluctuations and water level 

variations. The mathematical relationship between changes in water level or tides and air 

pressure can be explained through the basic concepts of atmospheric physics and fluid 

dynamics. Air pressure plays a role in influencing sea level through an effect known as the 

inverse barometer effect. The inverse barometer effect happens when air pressure increases; 

the downward pressure on the sea surface also increases, causing a decrease in sea level or 

tides. Conversely, when air pressure decreases, the downward pressure decreases, allowing 

seawater to rise or a rise in tides. 
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Figure 3. Relationship between water level sensor value and temperature sensor 

Figure 3 shows this sinusoidal pattern, indicating a relationship between the two variables 

during the observation period. Although there are some similarities in the pattern with water 

level, air temperature does not follow the exact same sinusoidal pattern as the relationship 

between water level and barometer. Mathematically, the relationship between water level or 

tides and air temperature can be explained by the effect of temperature on water density and 

thermal expansion. Increasing air temperature causes thermal expansion of seawater, which 

slightly increases the water volume and can impact water level rise. 

 

Figure 4. Relationship between water level sensor value and relative humidity sensor 
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The relative humidity data in Figure 4 also show significant variations, although the 

fluctuation pattern is not as systematic as the water level with the barometer. The water level 

fluctuation shows repeated peaks and valleys during the observation period, reflecting the 

dynamics of the tides at the study site. The relative humidity fluctuates in a more complex way 

than the water level. Although no pattern is completely consistent, there are several moments 

where the increase in relative humidity coincides with the increase in water level. 

Model Performance 

The model's mean-squared error (MSE) is 0.0209, and the root-mean-squared error (RMSE) 

is 0.1448. These metrics indicate that the model can provide predictions with relatively small 

errors. In contrast, the RMSE provides a more straightforward interpretation in the same unit 

as the sea water level target variable. Furthermore, the correlation coefficient ( 𝑅) between the 

predicted and actual water levels is 0.8415, signifying a strong positive linear relationship and 

confirming that the model effectively captures the variability in the sea water level data. 

Scatter Plot Analysis 

Scatter plot illustrating actual versus predicted water level data for February, shwon in Figure 

5. The points are close to the red dashed line, signifying an ideal prediction. Despite occasional 

anomalies, particularly at high values, the overall trend demonstrates the model's strong 

performance across a broad spectrum of water levels. 

 

Figure 5. Scatter plot illustrating actual versus predicted water level data 
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Training, Validation, and Testing Results 

 

Figure 6 provides a comprehensive analysis of model performance across training, validation, 

and testing datasets, demonstrating the durability of the Random Forest model. The training 

data resulted in an R² of 0.9728, indicating an exceptional match with low overfitting. The 

validation data obtained an R² of 0.8315, indicating that the model generalises effectively to 

novel data. The test data gave an R² of 0.8399, further validating the model's predictive 

capability. The aggregate R² for all datasets is 0.9199, confirming the model's capacity to 

account for almost 91% of the variance in seawater levels. These findings emphasise the 

significance of incorporating atmospheric variables as features and the usefulness of the 

Random Forest model for this application. 

 

Figure 6. Performance outcomes of the model 
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Temporal Trends 

Temporal trend analysis illustrating the observed versus predicted water levels over time for 

the initial week of February, illustrated in Figure 7. It demonstrates that the model accurately 

reflects the natural daily trends in the data. Differences in forecasted water levels become 

particularly noticeable during periods of rapid fluctuation, such as tidal peaks and troughs. 

This may indicate constraints in the resolution of the input characteristics or the fundamental 

complexity of tidal dynamics, which the model could only partially encapsulate. 

 

Figure 7. Temporal examination of observed versus predicted water levels 

The Random Forest model's robust correlation and minimal error metrics indicate its efficacy 

in predicting sea water levels. Including atmospheric pressure, temperature, and relative 

humidity as input variables substantially enhances the model's usefulness. The high R² values 

for training, validation, and testing datasets suggest that the model balances accuracy and 

generalisation. 

Analysis of Noise in Predicted Water Levels  

The temporal analysis of actual versus predicted water levels from February 1–7 reveals 

notable discrepancies, particularly in noise in the predicted values. The fluctuations are 

apparent in the lower panel of Figure 8, where predicted water levels reveal considerable 
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differences, particularly during swift variations in water levels. The deviations, indicated as 

fluctuations exceeding 5 cm (marked by orange spots), illustrate probable noise sources and 

constraints in the model's forecast accuracy. 

 

Figure 8. The variability of water level predictions 

 

The noise in the predicted water levels indicates the necessity for more sophisticated 

modelling approaches or improvements to the existing methodology. Although the Random 

Forest model demonstrates robust performance overall, mitigating these irregularities 

through enhanced feature selection, preprocessing, or alternative models could improve its 

predictive accuracy, especially in scenarios demanding precision under extreme conditions. 

Future research should use temporal models and supplementary environmental data to 

mitigate these constraints. 

Conclusions 

This study illustrates the effectiveness of the Random Forest model in predicting sea water 

levels based on atmospheric factors, including barometric pressure, temperature, and relative 

humidity. The model achieved significant performance metrics, featuring a high correlation 

coefficient (R = 0.8415), a low Mean Squared Error (MSE) of 0.0209, and a Root Mean 

Squared Error (RMSE) of 0.1448, thereby validating its ability for precise predictions. The 

research indicates that the model accurately reflects natural daily tidal rhythms, as seen by the 

temporal trends in predictions. Nevertheless, significant noise was detected in the predicted 

water levels, especially during swift tidal variations, indicating possible constraints in the 

feature collection or the model's management of temporal dependencies. This indicates that 

although the Random Forest model is an effective instrument for general water level 

forecasting, additional refinements are required to mitigate noise and enhance accuracy under 
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extreme conditions. Future research should include supplementary environmental variables, 

including wind speed and historical water level data while investigating temporal models such 

as LSTM or hybrid methodologies to manage sequential dependencies more effectively. This 

research demonstrates that machine learning-based soft sensors may augment physical 

sensors in maritime and coastal monitoring, offering a dependable and scalable solution for 

continuous water level forecasting. 
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