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Abstract: Classifying 17 types of brain tumors remains a major challenge in the medical field, 

especially in improving diagnostic accuracy and accelerating patient care. This study proposes 

a CNN-based model with an ensemble combination approach to improve accuracy by 

integrating multiple architectures through Majority Voting and Weighted Average for more 

reliable predictions. The models are evaluated using accuracy, precision, recall, and F1-score 

metrics. The results show that CNN3 with Nadam achieves the best performance (accuracy: 

0.90–0.91), outperforming CNN1 (0.87–0.89) and CNN2 (0.82–0.87). The ensemble 

combination improves accuracy across all models, with CNN3 achieving the highest accuracy 

(0.96), followed by CNN1 (0.94–0.95) and CNN2 (0.91–0.92). This study demonstrates that 

the ensemble combination approach can improve the performance of brain tumor classification 

using deep learning, contributing to faster and more accurate medical diagnosis. Furthermore, 

these findings open up opportunities for further research in advancing brain tumor detection 

systems. 

Keywords: Ensemble Combination, Convolutional Neural Network, Brain Tumor 
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Introduction 

Brain as the primary regulator of body functions, it is a very complex organ. Changes in the 

brain, such as uncontrolled cell growth, can lead to brain tumors, which can be either benign 

or malignant (I. B. Santoso et al., 2024).  Delayed diagnosis of brain tumors often leads to 

patient death, making it necessary to have effective methods for accurately classifying brain 

tumors from the initial diagnosis. Magnetic Resonance Imaging (MRI) technology produces 

detailed 3D images without invasive procedures, making it an essential tool for radiologists in 

accurately diagnosing and classifying brain tumors (R. Zahid et al., 2024).  

Convolutional Neural Networks (CNN) are widely used in MRI image analysis to identify and 

classify brain tumors by capturing complex patterns. Previous studies have shown that CNN 

can enhance classification performance, even with just feature extraction. (I. B. Santoso et al., 

2024). For example, (Ruqsar Zaitoon et al., 2023) used two CNN architectures with 5 and 6 

layers, achieving an accuracy of 99.87%. However, this method has limitations when applied 

to large datasets due to limited computing resources. Other studies, such as by (Hassan Ali 

Khan et al., 2020); (Saeed Mohsen et al. 2023), also shows the limitations of CNN in 

maintaining consistent accuracy with limited datasets. (Alwas Muis et al., 2023). Showed an 

accuracy of 84% in brain tumor image classification, with the main challenge being the 

variation in image complexity and feature overlap between tumor types ( I. B. Santoso et al., 

2024; Eko Hari Rachmawanto et al., 2024). The English translation is: Therefore, to improve 

the classification performance, it is necessary to apply multiple CNN models. 

Several studies have developed advanced approaches. For instance, Naveen Mukkapati et al. 

(2022)  combined CNN with U-Net, RefineNet, and SegNet, achieving an accuracy of 96.85%. 

In segmentation and classification, Eko Hari Rachmawanto et al. (2024) employed a simple 

CNN on the BRATS 2018-2019 dataset, reaching an accuracy of 94.14%. Mohamed Amine 

Mahjoubi et al. (2023) applied grid search on CNN and compared it with AlexNet and ResNet-

50, obtaining an accuracy of 95.44%. Nassar, S.E. utilized five pre-trained CNN models with 

the majority voting technique, enhancing accuracy up to 99.31%. 

Hybrid models have also proven effective. Nazik Alturki et al. (2023) combined CNN features 

with a voting classifier, achieving an accuracy of 99.9%, outperforming NGBoost (98.5%) and 

EfficientNet-B0 (98.8%). Gergo Bogacsovics et al. (2024) implemented a CNN-based 

ensemble using AlexNet, MobileNetv2, and EfficientNet, attaining an accuracy above 92%. 

Anand Vatsala et al. (2023) applied transfer learning and weighted average ensemble, 

achieving a sensitivity of 96%, precision of 99%, and an F1-score of 97%. 
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This study proposes brain tumor classification by implementing multiple CNN models with 

different convolutional filter sizes. Each filter is designed to extract features from MRI images, 

while the classification results are combined using an ensemble combination approach to 

enhance model performance. This approach aims to maximize the model's ability to 

distinguish between 17 types of brain tumors, including glioma and meningioma, with higher 

accuracy. 

The ensemble combination is evaluated using accuracy, precision, recall, specificity, and 

confusion matrix metrics. Optimizing the combination of CNN models in this study not only 

improves the accuracy of brain tumor classification but also addresses dataset limitations and 

tumor feature complexity. Furthermore, this approach has the potential to serve as a 

foundation for developing more reliable medical diagnostics and more effective treatment 

planning. 

Research Method 

This section describes the method used to classify brain tumor types with deep learning, 

namely Convolutional Neural Network (CNN), which is combined with Ensemble 

Combination to achieve the best performance in the proposed model. 

Dataset of Experiment 

The MRI image dataset uses axial perspective on T1, T1C+, and T2 sensitivity, which is sourced 

from (Fernando Feltrin) Downloaded from Kaggle. This dataset consists of 4415 images 

divided into 17 classes, namely: glioma (T1), glioma (T1C+), glioma (T2), meningioma (T1), 

meningioma (T1C+), meningioma (T2), neurocitoma (T1), neurocitoma (T1C+), neurocitoma 

(T2), normal (T1), normal (T2), outros (T1), outros (T1C+), outros (T2), schwannoma (T1), 

schwannoma (T1C+), and schwannoma (T2). The differences in brain tumor types in this 

dataset can be seen in Figure 1. 

 

 

Figure 1 Normal brain and brain tumor T1, T1C+, and T2 
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Figure 1 Normal brain and brain tumor T1, T1C+, and T2 (continue) 

Data pre-processing 

Pre-processing is performed to prepare the MRI images as input for the model, including 

resizing the images to 224 × 224 pixels (Mohamed Amine Mahjoubi et al., 2023).  This size is 

chosen to adjust the image dimensions without altering the content or important proportions 

of the MRI images, ensuring that the images have a uniform size before being input into the 

CNN model. 

Augmentation 

Image data augmentation is used to enhance the quality of the dataset, allowing the model to 

learn more diverse patterns (X. Xiao). The augmentation techniques applied to the CNN 

model. (YD Zhang et al., 2018). Include rotation_range, zoom_range, horizontal_flip, and 

fill_mode. 

Design System 

The following diagram shows the stages of applying the CNN model to the brain tumor dataset, 

starting from preprocessing, model design, Ensemble Combination, to accuracy evaluation, as 

shown in Figure 2. 

https://doi.org/10.58291/ijec.v4i1.357
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Figure 2 Design System 

Convolutional Neural Network 

By applying the CNN model architecture  (Naveen Mukkapati et al., 2022; A. Muis et. Al., 

2024. Effectively to classify complex images and process grid-structured data to analyze pixel 

values and reduce noise (Abdullah A et al., 2024). This CNN model is used on the brain tumor 

dataset to classify 17 types of tumors, involving convolutional layers, activation layers, pooling 

layers, flattening, fully connected layers, and output layers. ( I. B. Santoso et al., 2024; Nihal 

Remzan et al., 2022).  

Convolutional Layer 

Each brain MRI image input into neurons is processed through convolution with various 

filters, producing a feature map to identify the characteristics of the MRI image.  (I. B. Santoso 

et al., 2024). This process can be mathematically expressed as follows. 

 

𝑍𝑖 = 𝑓(𝑊𝑖𝑋 + 𝑏𝑖), 𝑖 = 1,2,3    (1) 

Activation Layer 

The activation layer is an essential component for enhancing the non-linear properties of the 

decision function, which is achieved by applying a stable and undistorted activation function. 

The Rectified Linear Unit (ReLU) activation function is applied to each convolution process. 

(I. B. Santoso et al., 2024 ). Mathematicall, it can be expressed as follows. 

https://doi.org/10.58291/ijec.v4i1.357
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𝑍~(𝑍𝑖) = {
𝑍𝑖𝐽𝑖𝑘𝑎𝑍𝑖 ≥ 0
0𝐽𝑖𝑘𝑎𝑍𝑖 < 0

, 𝑖 = 1,2,3   (2) 

Pooling Layer 

The pooling layer is used to reduce the spatial representation size of the convolution results, 

which helps reduce computational load and prevent overfitting. Max-pooling with a 2x2 patch 

size is applied. (Mohamed Amine Mahjoubi et al., 2023; I. B. Santoso et al., 2024), Which can 

be explained mathematically as follows: 

𝑔𝑖(�̃�𝑖) = 𝑀𝑎𝑥{�̃�𝑖𝑗}𝑗, 𝑖 = 1,2,3   (3) 

Flattening 

The flattening process is performed after max-pooling on each CNN network path to convert 

the obtained features into a vector. Each path undergoes this process before the features are 

combined and fed into the fully connected (FC) layer. Flattening aims to convert 

multidimensional data, such as images, into a vector format so that the model can perform 

classification based on the extracted features (I. B. Santoso et al., 2024). With the 

mathematical equation as follows : 

ℎ𝑖 = 𝑓𝑙𝑎𝑡𝑡𝑒𝑛𝑖𝑛𝑔(𝑔𝑖), 𝑖 = 1,2,3   (4) 

Output (Classification) Layer 

Before entering the classification layer, the fully connected feed-forward stage connects each 

neuron with neurons in the previous layer to combine features and classify the tumor type in 

the MRI image. (Mohamed Amine Mahjoubi et al., 2023). The number of output classes in 

this layer is adjusted according to the number of classes in the training dataset. The output 

from the fully connected layer is passed to the output layer, where the softmax activation 

function is used to determine the probability of the presence of 17 types of tumors based on 

the output from the previous layer. (I. B. Santoso et al., 2024). With the mathematical equation 

as follows: 

 

𝑦𝑘(ℎ̂) =
𝑒𝑥𝑝(ℎ̂𝑘)

∑ 𝑒𝑥𝑝(ℎ̂𝑗)4
𝑗=1

, 𝑘 = 17               (5) 
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Ensemble Combination 

Majorty Voting 

Majority voting is used to select the tumor class based on three CNN models. Each model 

provides one prediction for one of the 17 tumor classes. A vote is cast where each model gives 

a prediction Tk  with i ∈ {1,2,3} for one of these classes k ∈ {1,…,17}. Each model contributes 

one vote for its predicted class. The class receiving the highest number of votes is selected as 

the final classification outcome  (I. B. Santoso et al., 2024; Nazik Alturki et al., 2023). With 

the mathematical equation as follows: 

𝑉𝑘 = ∑ 𝑉𝑖𝑘

3

𝑖=1

                                                                                     (6) 

The selected class as the final classification result. 

ℎ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘(𝑉𝑘)  ℎ ∈ {1,2,3}  𝑘 ∈ {17}                                 (7) 

Weighted Average 

Prediction combination with weighted average. (Anand Vatsala et al., 2023). Calculated by 

taking the average of the softmax values from each model. (I. B. Santoso et al., 2024; Gergo 

Bogacsovics et al., 2024). The class with the highest average softmax value is then selected as 

the classification result. Mathematically, this can be expressed as follows : 

ℎ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘 ∑ 𝑉𝑖𝑘 3⁄

3

𝑖=1

𝑖 ∈ {1,2,3} 𝑘 ∈ {17}                          (8) 

Perfomance Evaluation 

The evaluation of the proposed method uses metrics such as accuracy, precision, sensitivity 

(recall), specificity, and F1-score. (I. B. Santoso et al., 2024). Used to assess the model's 

performance in classifying brain tumors from MRI images. Mathematically, this can be 

expressed as follows (9-13). 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
(𝑡𝑝+𝑡𝑛)

(𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛)
                                                  (9) 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =
𝑡𝑝

(𝑡𝑝+𝑓𝑝)
                                           (10) 
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𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠) =
𝑡𝑝

(𝑡𝑝+𝑓𝑛)
                          (11) 

𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑡𝑎𝑠 =
𝑡𝑛

(𝑡𝑛+𝑓𝑝)
                                           (12) 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑥 𝑠𝑣𝑡 𝑥 𝑝𝑟𝑠

(𝑠𝑣𝑡+𝑝𝑟𝑠)
                                      (13) 

Experiments 

Three base CNN models are used to classify 17 types of brain tumors using Python libraries. 

The MRI dataset is divided with a 60:20:20 ratio for training, validation, and testing. Model 

evaluation is performed using the Adam, AdamW, and Nadam optimizers. (Anindya Nag et 

al., 2024).  Below is the architecture of the Base CNN model shown in Figure 3. 

 

 

Figure 3 Base Model CNN Architecture 
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The proposed Ensemble Combination model uses three base CNN models, namely CNN1, 

CNN2, and CNN3. The prediction results from the three models are combined using two 

ensemble methods, namely Majority Voting and Weighted Average, to improve the brain 

tumor classification accuracy. 

 

Figure 4 Majority Voting and Weighted Average Scheme (Proposed) 

Result and Discussion  

The testing of the base CNN model is conducted with different filter sizes to assess the impact 

of the optimizer on the developed CNN model. Table 1 shows the testing of the base CNN 

model along with the description of each scenario. 

Table 1 Description of Base CNN Model Scenario 

Model Batch Size Learning Rate Epoch 
Kernel 

Size 
Optimizer Filter Size 

CNN1 32 0.001 50 
3x3 Adam 

32, 64, 128 5x5 Adam 
7x7 Adam 

CNN2 32 0.001 50 
3x3 AdamW 

32, 64, 128 5x5 AdamW 
7x7 AdamW 

CNN3 32 0.001 50 
3x3 Nadam 

32, 64, 128 5x5 Nadam 
7x7 Nadam 

 

Base Model CNN1  

The testing of base CNN model CNN1 is carried out as listed in Table 1. In this process, training 

and validation are performed using the Adam optimizer with a learning rate of 0.001, for 50 

epochs, using categorical classification. Figure 5 shows the accuracy, validation, and loss plot 

generated for the base CNN model CNN1. 

https://doi.org/10.58291/ijec.v4i1.357


 

International Journal of Engineering Continuity 
 

International Journal of Engineering Continuity, ISSN 2963-2390, Volume 4 Number 1 March 2025 
 https://doi.org/10.58291/ijec.v4i1.357 80 

 

 

                   Kernel Size 3x3         Kernel Size 5x5  Kernel Size 7x7 

 

Figure 5 Results of Base CNN Model CNN1 

Base Model CNN2  

The testing of base CNN model CNN2 is carried out as listed in Table 1. In this process, training 

and validation are performed using the AdamW optimizer with a learning rate of 0.001, for 50 

epochs, using categorical classification. Figure 6 shows the accuracy, validation, and loss plot 

generated for the base CNN model CNN2. 

 

 

Kernel Size 3x3         Kernel Size 5x5  Kernel Size 7x7 

 

Figure 6 Results of Base CNN Model CNN2 

Base Model CNN3 

The testing of base CNN model CNN3 is carried out as listed in Table 1. In this process, training 

and validation are performed using the Nadam optimizer with a learning rate of 0.001, for 50 

epochs, using categorical classification. Figure 7 shows the accuracy, validation, and loss plot 

generated for the base CNN model CNN3. 
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Kernel Size 3x3         Kernel Size 5x5  Kernel Size 7x7 

Figure 7 Results of Base CNN Model CNN3 

Result Base Model CNN Evaluation  

The test results from each base CNN model show that the application of the optimizer has a 

significant impact on determining the performance of the proposed model, especially in terms 

of accuracy. The accuracy results of the testing for the base CNN models can be seen in the 

following Table 2. 

Table 2 Evaluation Results of Each Base CNN Model 

Base Model CNN1 Optimizer Adam 
Kernel Size Accuracy Precision Recall Specificity F1-Score 

3x3 0.87 0.87 0.87 0.99 0.86 
5x5 0.89 0.89 0.89 0.99 0.89 
7x7 0.89 0.89 0.89 0.99 0.89 

Base Model CNN2 Optimizer AdamW 
Kernel Size Accuracy Precision Recall Specificity F1-Score 

3x3 0.85 0.85 0.85 0.99 0.84 
5x5 0.82 0.83 0.82 0.99 0.82 
7x7 0.87 0.87 0.87 0.99 0.87 

Base Model CNN3 Optimizer Nadam 
Kernel Size Accuracy Precision Recall Specificity F1-Score 

3x3 0.90 0.90 0.90 0.99 0.90 
5x5 0.90 0.91 0.90 0.99 0.91 
7x7 0.91 0.91 0.91 0.99 0.91 

Result Ensembel Combination (Proposed) 

The results of the proposed Ensemble Combination aim to measure the effectiveness of the 

model in improving accuracy and stability of classification by combining the prediction results 

from various filter sizes in each base CNN model. The use of ensemble methods, such as 

Majority Voting and Weighted Average, allows the model to reduce potential errors that may 

occur in each base CNN model. Through this combination, it is expected that the model can 

provide more accurate and consistent results in classifying brain tumor types. The test results 

https://doi.org/10.58291/ijec.v4i1.357
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from the three model scenarios applied can be seen in Table 3, which summarizes the accuracy 

comparison obtained from each model combination and performance evaluation. 

Table 3 Result Ensembel Combination (Proposed) 

Ensemble 
Combination 

Accuracy Precision Recall Specificity 
F1-

Score 

Majority Voting (1) 0.94 0.95 0.94 0.99 0.94 

Weighted Average (1) 0.95 0.95 0.95 0.99 0.95 

Majority Voting (2) 0.91 0.92 0.91 0.99 0.91 

Weighted Average (2) 0.92 0.93 0.92 0.99 0.92 

Majority Voting (3) 0.96 0.96 0.96 0.99 0.96 

Weighted Average (3) 0.96 0.96 0.96 0.99 0.96 

 

Conclusions 

Performance analysis shows that CNN with the Nadam optimizer (CNN3) has the highest 

accuracy (0.90–0.91) compared to Adam (CNN1) with 0.87–0.89 and AdamW (CNN2) with 

0.82–0.87. The application of ensemble combination improves accuracy, with CNN1 reaching 

0.94–0.95, CNN2 at 0.91–0.92, and CNN3 achieving the best accuracy (0.96) in both Majority 

Voting and Weighted Average. Overall, the ensemble combination enhances the effectiveness 

of classifying 17 types of brain tumors. Further research is recommended to explore various 

optimizers and combinations of optimizers to improve model performance. The use of larger 

and more diverse datasets, along with the application of image augmentation techniques, is 

expected to improve the model's generalization ability. Additionally, experiments with newer 

model architectures and hybrid optimizer approaches may contribute to improving brain 

tumor classification accuracy and provide further insights into the effectiveness of each 

method in various contexts. 
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